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ABSTRACT The performance of a photovoltaic (PV) array depends on temperature, radiation, shading and
load size. Conventional maximum power point tracking (MPPT) methods have acceptable efficiencies under
uniform conditions (irradiance = 1000 W/m2 and temprature = 25 ◦C), but in dynamic weather conditions,
load changes, and also in partial shading conditions due to the presence of several local maximum power
points (MPP) in the P-V characteristic, the conventional tracking method does not work well in finding the
main MPP. To extract maximum power in all conditions, many algorithms have been proposed, all of which
have limitations in terms of convergence speed, output power ripple and efficiency. This research proposes an
optimized Fuzzy Logic Controller (FLC) based on the Cuckoo Optimization Algorithm (COA) for MPPT
under uniform conditions, dynamic weather conditions, partial shading and under load changes. Finally,
the research compared the simulation results with four other popular methods. According to the simulation
observations and the result, COA-FLC overcomes the mentioned limitations such as low convergence speed,
output power ripple and low tracking efficiency in all conditions. Simulations are performedwithMATLAB /
Simulink software.

INDEX TERMS Cuckoo optimization algorithm (COA), partial shading, maximum power point tracking
(MPPT), photovoltaic (PV), fuzzy logic controller (FLC).

I. INTRODUCTION
Global energy demand has increased exponentially in the
last decade and a further substantial rise is expected in
the next few decades [1]–[3]. The factors behind are the
economic and industrial growth and the expected increase
in the world population. The widespread use of fossil fuels
is an undeniable fact in modern industrial life and today,
with the reduction of fossil fuel resources and their harm to
the environment, the need for renewable energy sources has
increased. Meanwhile, the solar energy which is available
in abundance is free of pollution and it is one of the
options that has received a lot of attention [4]–[6]. PV power
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generation relishes many paybacks such as pollution-free,
maintenance-free, limitlessness and noiselessness. Along
with other benefits, the PV systems have some drawbacks
as well such as low efficiency between (9-16) %, high
installation costs and dependency on weather conditions i.e.,
radiation intensity and atmospheric temperature, etc. Due to
variation in weather conditions and consequently fluctuating
irradiance levels, PV systems are facing many challenges
to increase output power [7]. The characteristics curves of
the PV systems, i.e., current Vs voltage (I-V) and Power Vs
Voltage (P-V) possess a nonlinear behavior [8], [9], where at
a unique point called maximum power point (MPP), the PV
system extracts maximum power at this point and operates at
the highest efficiency. The solar energy received by solar cells
must be converted in such a way that it can be transferred to
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local and grid loads, which is done using power converters.
It is necessary to use converters with high efficiency and low
fixed initial cost [10], [11].

The number of MPPT algorithms proposed is enor-
mous [12]. These algorithms vary in cost and complexity,
range of effectiveness, required sensors, convergence speed,
and hardware implementation. Furthermore, the concept of
microgrid in power systems can influence in the various
types of converters and MPPT methods. For example,
DC or AC types of microgrids can use different types of
converters [13], [14]. Among these techniques, hill climbing
algorithm, Incremental Conductance (IC) and Perturb and
Observe (P&O) are the most common and efficient. P&O,
tracks MPP, via sampling the voltage or current of the solar
array at regular intervals and then comparing the current PV
output power with the previously sampled output power. The
purpose of presenting the IC algorithm was to solve P&O
problems. This algorithm decides based on the slope of the
P-V curve. P&O output power ripples are greater and loses
the correct tracking path in the face of rapid climate change
and partial shading conditions [15], which has been resolved
in IC. The IC algorithm is much more complex than the
P&O method. IC technique, has the ability to determine the
relative distance to reach the MPP because this technique
uses the P-V curve slope to track the maximum power point
where the slope size is closer to zero at points closer to the
MPP, so it can be determined when the MPP Is achieved.
Also, this algorithm has the ability to track the MPP with
better accuracy in highly variable weather conditions. The
basis of the Hill Climbing method is the disturbance in
the work cycle of the converter, which causes disturbances
in voltage and current. Simple implementation is the main
advantage of these techniques, but these techniques also have
problems such as losing track during climate change and low
efficiency or low convergence speed [16]. In order to solve
these problems, the advanced version of algorithms, such as,
improved InC, adaptive InC [17], SPInC [18], improved P&O
and self-Adaptive P&O [19] were investigated. Based on
studies, it has been observed that upto an extent the advanced
versions have resolved the issue of conventional tracking
algorithms (conventinal P&O and InC and Hill Climbing).
Other MPPT techniques based on neural network, FLC,
open circuit voltage and short circuit current method, etc.,
are also widely used. These methods also have drawbacks
and need further improvement. The use of Fuzzy Logic
Control (FLC), has become popular in recent times because
it can cope with uncertain inputs do not require a precise
mathematical model and can handle nonlinear behavior.
In FLC algorithm, it is very important to determine the exact
parameters of membership functions. Since last few years,
the main focus of the researchers in this area is to improve
the fuzzy logic algorithm. The authors have proposed the
MPPT algorithm based on optimized FLC using Manta
Ray Foraging (MRF) optimization algorithm for thermo-
electric generation systems [20]. Researchers have optimized
fuzzy logic controller parameters using Particle Swarm

optimization technique [21]. In a stand-alone PV system,
Metaheuristic techniques are used to optimize FLC [22].
The PV efficiency is further improved by the research
work on Firefly Optimization Algorithm [23]–[26], Gray
Wolf Algorithm [27]–[29], Grasshopper Algorithm [30], Ant
Colony Optimization algorithm [30], Genetic Optimization
Algorithm [32], [33] andmany other algorithms, optimization
techniques are also used in the optimal selection of FLC
parameters [34]. Ultra-innovative algorithms for determining
the output step size and tracking the MPP, have been used in
many popular articles such as in [35], the authors have used
the cuckoo search algorithm for MPPT.

In this investigation, an FLC algorithm for MPPT is
presented and then, the Cuckoo Optimization Algorithm
COA, is used to optimize the parameters of the fuzzy
system. Despite the high capability of fuzzy systems, most
of them have an obvious drawback. In fact, most controllers
are designed by trial and error rather than a systematic
approach. But in this paper, the method of MPPT using
a fuzzy intelligent controller is presented. The parameters
of this controller are optimized using the cuckoo algorithm
to reduce power fluctuations around the MPP and receive
maximum power under different environmental conditions.
The reason for the popularity of COA is the efficient use
of random search, its simplicity and the smaller number
of parameters than other methods. BOOST converter is
used as DC-DC converter, which has a simpler design and
high efficiency. Finally, COA-FLC is compared with the
P&O [17], the genetic algorithm - fuzzy logic controller
(GA-FLC) [30], conventional (FLC) and the PV systemwith-
out MPPT. According to simulation results, the COA-FLC
overcomes limitations and is better than other techniques
in terms of convergence speed, output power ripple and
tracking efficiency under different environmental conditions.
All simulations are performed with MATLAB/Simulink
software. The COA, is inspired by the Cuckoo bird lifestyle,
which has shown good efficiency in solving optimization
problems [34].

The rest of this paper is managed as follow: the II section
has introduced the PV system. Section III discusses the
MPPT algorithm and explains the conventional logical fuzzy
controller system. The section three describes the various
steps of the cuckoo algorithm and explains how to optimize
the FLC parameters. Section IV shows the simulation results
of COA-FLC. Section V shows the simulation results under
partial shading conditions. Finally, section VI concludes the
paper. The advantages of this investigation are listed below:

1. TheMPPTmethod is presented using aCOA-optimized
fuzzy intelligent controller instead of a trial and error
method.

2. BOOST converter is used as DC-DC converter, which
has a simpler design and high efficiency.

3. In the proposed COA-FLC, the value of the parameters
of themembership functions, the output and input gains
and the (FLC) rules are determined as the best possible
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value to receive the maximum power with the least
output ripple.

4. The proposed COA-FLC, is studied under uniform con-
ditions, dynamics, partial shading and load chenges.

5. COA-FLC, can have high efficiency in MPPT, without
slowing down the convergence speed and in all
conditions it does not lose the correct tracking path.

II. PV SYSTEM
A. PV MATHEMATICAL MODEL
APVmodule is made of a combination of PV cells connected
in various configurations depend on the output current and
voltage requirement of a specific system. Among the various
models intended for the solar cell, the single diode model is
more common.

Figure 1, shows a PV cell model.The current obtained from
light radiation depends linearly on the radiation, the following
equation expresses this relationship:

IL =
G
Gref

[
Iscr − ki(T − Tref )

]
(1)

where Iscr is the solar cell short-circuit current, G is
solar irradiation and Gref is the amount of irradiation at
reference conditions in W/m2, T and Tref respectively are
PV cell temperature in working conditions and at reference
conditions in ◦C, ki is cell’s short-circuit current temperature
coefficient in A/ ◦C. The current passing through the diode is
also expressed as follows:

ID = IO

[
exp(

vD
VT

)− 1
]

(2)

vD = V + I .RS (3)

IO =
ISC,n + k I1T

exp[
(
Voc,n+kV1T

a.VT

)
]− 1

(4)

where ID and vD are the current and voltage of the diode
respectively, IO is the saturation current of the diode. VT and
1T also defined as follows:

VT =
kBT
qe

(5)

1T = T − Tref (6)

ApplyingKCL on the circuit of Figure 1, results in the solar
cell current equation as expressed below:

I = IL − ID − ISH (7)

I =
G
Gref

[
Iscr − ki

(
T − Tref

)]
− IO

[
exp

(
vD
VT

)
− 1

]
−
V + I .RS
RSH

(8)

Equation (8), determines the relationship between tempera-
ture and radiation changes on the cell output current. Table 1,
shows the specifications of Green Energy Technology
GET-100A-1 module.

FIGURE 1. PV module characteristic.

B. DC/DC BOOST CONVERTER
The boost converter is based on switching to change the
voltage level. The operation of the boost converter in
Discontinuous Conduction Mode (DCM) and Continuous
Conduction Mode (CCM) modes depends on the switching
frequency, the size of the load and the amount of energy stored
in the inductor. Converters are typically designed to work in
onemode, and in this research, the boost converter is designed
to work in CCM mode. Figure 2, shows the boost converter
circuit, where it has two modes of operation.

In mode 1, Q is on and d is off:

vL = L
dIL
dt
= vin (9)

cout
dvo
dt
+
vo
R
= 0 (10)

In mode 2, Q is off and d is on:

L
dIL
dt
+ vo = vin (11)

IL − cout
dvo
dt
−
vc
R
= 0 (12)

Multiply D by Equation (9), as:

D× L
dIL
dt
= D× vin (13)

Multiply (1-D) by Equation (11), as

(1− D)L
dIL
dt
= (1− D)(vin − vo) (14)

where adding the equation (13) by (14), one has:

dIL
dt
=
vin − (1− D) vo

L
(15)

Multiply D by Equation (10), as:

D× (cout
dvo
dt
+
vc
R
) = 0 (16)

Multiply (1-D) by Equation (12) as:

(1− D)× (IL − cout
dvo
dt
−
vc
R
) = 0 (17)

where subtracting Equation (16) from (17), one has

dvo
dt
=
(1− D) IL

cout
−

vC
Rcout

(18)

Equations (15) and (18) describe the state–space mathemat-
ical modeling of the boost converter. The boostconverter is
modeled and simulated based on Equations (15) and (18).
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FIGURE 2. Boost converter.

TABLE 1. Specification of PV module.

FIGURE 3. PV system.

FIGURE 4. I-V characteristic at T= 25 ◦C.

C. SYSTEM STRUCTURE AND CONFIGURATION
Figure 3 shows the schematic of PV system. This system has
threemain parts: the PVmodule, the converter and the control
unit:

1. PV module: A Green Energy Technology GET-180B
module is used for the simulation. Table 1 shows
specification of this PV module. Figures 4 and 5 show
the I -V and P -V curves of the module at 25 ◦C
and different radiation levels, respectively. When the
radiation level decreases, the MPP also decreases.
Figures (6) and (7), show the (I–V) and (P–V) curves
of the module at 1000 W/m2 and different temperature
levels, respectively. According to these figures, as the
temperature decreases, the MPP) increases.

FIGURE 5. P-V characteristic at T=25 ◦C.

FIGURE 6. I-V characteristic at radiation=1000 W/m2.

FIGURE 7. P-V characteristic at radiation=1000 W/m2.

2. Converter: The connection between the power supply
and the load is established by the converter. The
DC-DC Boost converter in this paper is an energy
conversion unit. By selecting the appropriate PWM
signal, the maximum power is transmitted from the
solar cell to the load. Boost converter in this research
modeled and simulated based on Equations (15)
and (18).

3. Control unit: the control unit is responsible for sending
the PWM signal to the converter for MPPT.

III. MPPT SYSTEM
A. CONVENTIONAL FLC MPPT TECHNIQUE
Fuzzy Logic Controller (FLC), has no complex mathematical
operations and is able to control nonlinear processes. The
controller behavior depends on the precise setting of the FLC
parameters and these parameters are determined by trial and
error. The design and implementation of fuzzy logic control
is based on three steps:
• Fuzzification
• Determine the fuzzy rules
• Defuzzification
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FIGURE 8. Membership functions for (a) E, (b) 1E.

FIGURE 9. Membership functions for output.

Fuzzification is used to convert fuzzy controller inputs
from crisp variable to linguistic labels. Input and output
variables are defined by a set of language variables called
PB (large positive), PS (small positive), Z (zero), NB (large
negative) and NS (small negative), each of which must have a
membership function. The membership function of the input
and output variables of the FLC, is shown in Figure (8) and
Figure (9).

After defining the set of fuzzy rules and determining
the membership functions of the input variables, the fuzzy
inference engine must be determined to produce the variable
1D which is the rate of change of PWM operation
period. For this purpose, Mamdani inference method for
fuzzy decision making is used (which is used in the
implementation of fuzzy controller more than other inference
methods).

The output of fuzzy controller is a fuzzy set that contains
linguistic variables that must be returned from fuzzy to
crisp value to use and apply to the system, which is called
defuzzification. For this purpose, the crime center method
is used, which is one of the most famous and widely used
methods of defuzzification.

The fuzzy controller used to run the MPPT algorithm that
has two inputs and one output. The two input variables of
fuzzy controller are error E and error changes1E , which are

FIGURE 10. Fuzzy logic system.

TABLE 2. Fuzzy rules.

defined by the following equations:

E(k) =
P (k)− P (k − 1)
V (k)− V (k − 1)

(19)

1E(k) = E (k)− E (k − 1) (20)

where P(k) and V (k) are the instantaneous values of power
and voltage of the PV array, respectively. The variable E(k)
is the ratio of power changes to voltage changes and indicates
that the operating point is located to the right or left of
the MPP of the P-V characteristic curve. 1E(k) is the rate
of change of E(k) and indicates the direction of movement
of the working point. Figure (10), shows the FLC system
while Table 2, shows the fuzzy rules. Properly adjusting the
fuzzy rules affects the efficiency of the FLC, the membership
functions and the inputs and output gain. So, it is important
to determine these parameters accurately. These parameters
are found by trial and error. For this reason, in dynamic
conditions such as changes in radiation and temperature,
conventional FLC does not work well. To improve its
performance, the cuckoo algorithm is used to determine the
optimal size of FLC parameters.

B. FUZZY CONTROLLER OPTIMIZATION USING CUCKOO
ALGORITHM
This paper proposes, the use of the Cuckoo algorithm to
optimize the FLC parameters. In the optimization problem,
the algorithm looks for the best answer that has the least
cost function. The cost function is a function that receives
an answer to a problem as input and generates the cost of that
answer as output. The Cuckoo algorithm is fully described in
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reference. As mentioned, a fuzzy control system consists of
several parts that we can optimize:
• Optimization of membership functions (input/output)
• Fuzzy Rule Database optimization
• Gain optimization (input/output)

In Mamdani fuzzy systems, there are membership functions
at both the input and output. These functions are defined by
a set of parameters that must determine the optimal values of
these parameters. To determine the rules in the fuzzy rules
database, the best value of each of these rules is determined
by optimization.

Each input enters the conventional FLCwith a gain and the
output enters the main system with a gain, the value of which
is optimized using the Cuckoo algorithm. The most important
part that must be determined in optimization with Cuckoo
algorithm is the definition of the objective function. The
objective function determines what our goal of optimization
is, tominimize system error or tomaximize system efficiency.
In this paper, the objective function is to minimize the cost
function or system error. Tomeasure the cost function (fc), the
Integral of the Square Error (ISE) is used, which is obtained
from the following equations:

e (t) = Pmax − P(t) (21)

ISE =
∫
∞

0
e2 (t) dt (22)

wherePmax is the maximum power of the panel andP(t) is the
output power of the system at any time. The optimization of
the input membership functions (E(K ) and1E(K )) has been
shown as:
• Minimize FLC-Cost-Value (dP-PB, dP-PS, dP-ZE,
dP-NS, dP-NB) with the conditions (dP-PB > dP-PS >
0, 0 > dP-NS > dP-NB, dP-PB<POSmax, dP-NB >

NEGmax)
The optimization of the output membership function (D) is
provided as:
• Minimize FLC-Cost-Value (dP-PB, dP-PM, dP-PS,
dP-ZE, dP-NS, dP-NM, dP-NB) with the conditions
(dP-PB > dP-PM >S dP-PS > 0, 0 > dP-NS > dP-NM
> dP-NB, dP-PB<POSmax , dP-NB > NEGmax)

There are five membership functions for each of the inputs
and seven membership functions are provided for the output
in order to be able to consider more details. In order
to fully implement the Cuckoo algorithm in optimizing
the parameters of membership functions input/output and
Fuzzy rule database optimization and Gain optimization
input/output, the following steps must be performed:
Step 1 (Algorithm Parameters Selection): The cuckoo

algorithm, like all optimization algorithms, consists of an
initial population in which each cuckoo has a place in the
problem space. If the number of Cuckoos is more, then the
optimization results will be more accurate. the large number
of cuckoos slows down the convergence rate. But because
parameter optimization is done offline, it has no effect on
convergence speed. Therefore, the number of cuckoos that are
to lay eggs must first be determined.

The number of cuckoos is considered NCS = 10. During
the implementation of the algorithm the number of cuckoos
changes because each of these cuckoos goes and lays eggs
in the nest of the host birds and some of these eggs
become mature cuckoos which is added to the total number
of cuckoos. In COA, if a higher number of cuckoos and
more number of a membership functions are determined,
the simulation accuracy will increase. However, numerous
membership functions and cuckoos lead to slower dynamics
of the controller. Since the optimization of membership
functions is defined and solved offline, the dynamic speed
of the controller is not reduced.
Therefore, it is necessary to determine a parameter that

determines the maximum number of cuckoos that can live in
the algorithm simultaneously, which is equal to the parameter
of the maximum number of live cuckoos in a generation, its
number selected as NCS−max = 15. Another parameter is the
maximum and minimum number of eggs that each cuckoo
can have that selected as Eggmin = 3 and Eggmax = 5. Also,
the number of clusters that we want to make is considered as
Ncluster = 4 andMaximum iterations of the cuckoo algorithm
is selected asMaxiter=50.
Step 2 (Generating Initial Cuckoo Habitat): The number

of cuckoos is 10, therefore, ten places must be randomly
determined, each of which corresponds to an answer in
the problem space. The location of each cuckoo determines
the laying center of each cuckoo. In COA, the values of
the problem variables are introduced with an array. In the
cuckoo algorithm, these arrays are called habitats. Each
habitat defines a candidate response in the problem space.
Habitats show eggs or cuckoos:

Habitat =
{
x1, x2, . . . , xNvar

}
(23)

where (x1, x2, . . . , xNvar ) are floating point numbers.
Step 3 (Laying Cuckoos in the Radius Specified for Each

Cuckoo): Cuckoos should lay eggs in a circle to the center
of each cuckoo’s location and within a radius of Egg Laying
Radius (ELR). ELR, of each cuckoo is calculated from the
following equation:

ELR = α
NEggc
NEggt

(Varhi − Var low) (24)

α is an integer that manages the maximum value of ELR.
NEggc shows the Number of current cuckoo’s eggs and
NEggt shows the total number of eggs, Varhi and Varlowshow
the maximum and minimum values of the parameters
respectively. Cuckoos randomly lay eggs in the host bird’s
nest in their ELR. According to Figure 11, the red star
represents the cuckoo and the other stars represent the
cuckoo’s eggs. The cuckoo lays its eggs randomly at a
specified radius.
Step 4 (Evaluation of Cuckoos and Eggs Related to

Each Cuckoo): The profit of each cuckoo’s place should be
evaluated. If the eggs are not detected by the host bird and
grow, it can be said that these eggs are more suitable spaces
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FIGURE 11. ELR of each cuckoo.

for searching and laying eggs in the problem area. The profit
of the cuckoos’ location is determined by the cost function.

Profit = −Cost (habitat) = −fc
(
x1, x2, . . . , xNvar

)
(25)

The Ackley function is used as the Benchmark function.
Algorithm sends the answers to the Ackley function and the
output is calculated. Whatever the output value is closer to
zero, then the profit of the cuckoo place is higher.
Step 5 (Cuckoo Clustering Using the k-Means Algorithm):

The basic argument in the cuckoo algorithm is the clustering
argument, which is the global search that runs in the overall
space of the problem. Clustering means habitats that are in
the problem space and randomly selected should be clustered.
In this research, the number of clusters is considered equal
to 4 (in the simulations performed, the most appropriate value
of the k parameter for the K-means algorithm is between
3 and 5). For cuckoo clustering the k-Means algorithm is
used.
Step 6 (Evaluate the Cost of Clusters and Select the Best

Cluster and Best Cuckoo of Best Cluster as Target): After
clustering, the cost of each cuckoo should be determined by
averaging the cost of cuckoos in each cluster, the cost of
each cluster is determined. Clusters that cost less are more
valuable and are defined as target clusters. The cuckoo with
the lowest cost in the target cluster is selected as the target
cuckoo. Target clusters contain answers that are closer to the
global standard, are selected as target clusters because as the
population moves toward the target cluster, the algorithm can
start a local search at that location.
Step 7 (Migration of Cuckoos to the Target): Cuckoo

chicks, after maturing, migrate to new places (better places)
to lay eggs. New places or places where the chances of eggs
surviving are higher (places that have a lower cost function).
As mentioned, the best cluster is selected as the target cluster
for the other clusters. In themovement of cuckoos towards the
target cluster, the cuckoos do not choose a direct path to the
target and will have a deviation, which prevents premature
convergence and more space of the search environment is
examined. The coefficient of movement of cuckoos towards
the target cuckoo must also be determined, which indicates
that the cuckoos do not move directly towards the target

FIGURE 12. Migration of cuckoos to the target.

cuckoo, but will move towards the target with a coefficient.
The target cuckoo is the best answer in the best cluster.

The general shape of the space in Figure 12, the answers
that are within a range of search space are in a cluster.
Cluster 3, is assumed to be the target cluster in the image and
the purple star is the target cuckoo.

Other cuckoos do not move directly to the target cuckoo but
move at an angle and settle in the new habitat. As seen in the
Figure 12, the cuckoos are not exactly at the target cuckoo’s
location and with an ϕ radian deviation, they fly by λ% from
the distance of each cuckoo to the target cuckoo’s location
and choose it as a new location.

λ ∼ U (0, 1) (26)

ϕ ∼ U (−ω,ω) (27)

where the best value for ω is π / 6. λ is determined randomly.

C. DETERMINING FUZZY VARIABLES AND OPTIMIZATION
START USING CUCKOO ALGORITHM
Cuckoo algorithm for setting parameters of membership
functions and input/output Gains and rules in MPP tracking
starts with an initial duty cycle.
V(k), V(k-1), i(k), i(k-1) are measured to calculate the

power of P(k) and P(k-1). Then, depending on whether the
power increases or decreases, controller selects the size of
duty cycle changes. Tracking process continues until theMPP
is found.

Cuckoo Search was developed in 2009 by Xin O Young
and Deb Savosh. Then, in 2011, the COA, was presented by
Ramin Rajabiun.

In this algorithm, each cuckoo has two important
characteristics:
• Position
• Profit
The position of each cuckoo is determined by randomly

selecting the variables that the problemwants to optimize and
the value of these variables is randomly selected between the
Varhi and Varlow.

The profit of each cuckoo is also determined according to
Equation (25). In optimizing the parameters of membership
functions, it is assumed that the system behaves symmet-
rically about the vertical axis. This means that the system
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FIGURE 13. Input membership function.

FIGURE 14. Output membership functions.

FIGURE 15. Fuzzy rules array.

does the same thing for positive errors as it does for negative
errors. This assumption reduces the number of optimization
parameters.

- Optimization of input membership functions:
According to Figure 13, other parameters of input
membership functions are assumed to be constant. Only
the parameter PScentralIN which is the vertex of the
triangle PS and the point of intersection of the triangles
ZE, PB and the parameter NScentralIN, which is the vertex
of the triangle NS and the point of intersection of the
triangles ZE andNB, are optimized. Due to the condition
that the input membership functions are symmetric,
only one variable is needed to optimize the membership

FIGURE 16. COA-FLC flowchart.

functions of each input, which are defined as follows:

PScentralINE = −NScentralINE = x1 (28)

PScentralIN1E = −NScentralIN1E = x2 (29)

- Optimization of output membership functions:
According to Figure 14, other parameters of output
membership functions are assumed to be constant. Only
the parameter PScentralOUT which is the vertex of triangle
PS and the point of intersection of the triangles ZE,
PM and the parameter NScentralOUT which is the vertex of
triangle NS and the point of intersection of triangle ZE,
NM and the parameter PMcentralOUT which is the vertex
of triangle PMand the point of intersection of triangle PS
and PB. The NMcentralOUT parameter, which is the vertex
of the triangle NM and the point of intersection of the
triangles NS and NB, is optimized. Due to the condition
that the output membership functions are symmetric,
only two variables are needed to optimize the input
membership functions, which are defined as follows:

PScentralOUT1D = −NScentralOUT1D = x3 (30)

PMcentralOUT1D = −NMcentralOUT1D = x4 (31)
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FIGURE 17. PV array output power at irradiation =1000 W/m2, T=25 ◦C for 5 algorithms.

TABLE 3. PV array simulation results at irradiation= 1000 W/m2, T= 25 ◦C.

FIGURE 18. PV array output voltage and current for COA-FLC at irradiation =1000 W/m2, T= 25 ◦C at 100 %, 85 %, 75 %, 65 % of nominal load.

- Fuzzy rules optimization: For the fuzzy rules, accord-
ing to Figure 15, diameters parallel to the main diameter
are considered. Put Table 2 in Figure 15, and each of

the diameters parallel to the main diameter is defined as
a row of the ‘S’ representation, which in optimization
determines which membership function each of these
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FIGURE 19. PV array output power at irradiation =1000 W/m2, T= 25 ◦C at 100 %, 85 %, 75 %, 65 % of the nominal load.

FIGURE 20. PV array output power at irradiation = 900 W/m2, T = 25 ◦C.

FIGURE 21. PV array output voltage and current at irradiation= 900 W/m2, T= 25 ◦C for COA-FLC.
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TABLE 4. PV array simulation results at irradiation =900 W/m2 and T= 25 ◦C.

FIGURE 22. PV array output power at irradiation = 800 W/m2, T= 25 ◦C for 4 algorithms.

TABLE 5. PV array simulation results at irradiation = 800 W/m2 and T= 25 ◦C.

FIGURE 23. PV array output power at irradiation = 800 W/m2, T= 25 ◦C at 100 %, 85 %, 75 %, 65 % of the nominal load.

rows are equal to that of the 7 output membership
functions.
Since the membership functions are symmetric about
the vertical axis, these rows are also symmetric about
the original diameter, so in optimization only Five
variables of Nvar are considered for these rows. Thus,

Five variables are required to optimize the fuzzy rule
database, which are defined as follows:

S1 = −S9 = x5 (32)

S2 = −S8 = x6 (33)
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FIGURE 24. PV array output voltage and current at irradiation 800 W/m2, T = 25 ◦C for COA-FLC at load 100 %, 85 %,75 %, 65 %.

FIGURE 25. PV array output power at irradiation = 1000 W/m2, T= 15 ◦C for 4 algorithms.

FIGURE 26. PV array output power at irradiation= 1000 W/m2, T = 35 ◦C for 4 algorithms.
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TABLE 6. PV array simulation results at irradiation = 1000 W/m2and T= 15 ◦C.

TABLE 7. PV array simulation results at irradiation = 1000 W/m2 and T= 35 ◦C.

FIGURE 27. PV array output power at irradiation =1000 W/m2, T= 45 ◦C for 4 algorithms.

S3 = −S7 = x7 (34)

S4 = −S6 = x8 (35)

S5 = x9 (36)

- Optimization of input and output gains: To optimize
each of the gains, an optimization variable is required,
which in general, 3 optimization variables are assigned
to the gains:

GIn1 = x10 (37)

GIn2 = x11 (38)

Gout = x12 (39)

Therefore, the total number of optimization variables is
equal to:

NVAR = 12 (40)

The upper and lower ranges are determined for each of
these variables:

Varhi =
{
x1, x2, . . . , xNvar

}
(41)

Var low =
{
x1, x2, . . . , xNvar

}
(42)

After defining the fuzzy variables, the cuckoo algorithm
is executed according to the said steps and finds
the optimal value of these variables. The improved
algorithm is called COA-FLC (Cuckoo Optimization
Algorithm– Fuzzy Logic Controller) and COA-FLC
flowchart is shown in Figure 16.

IV. SIMULATION AND DISCUSSIONS
To demonstrate performance of the COA-FLC algorithm,
this algorithm is used to track the MPP of a Green Energy
Technology GET-180Bmodule. MATLAB / Simulink is used
for simulation. In order to show the competence of COA-FLC
algorithm, its output results are compared with GA-FLC
algorithm and conventional FLC algorithm, P&O algorithm
and PV system without MPPT. The step size of IC and
P&O algorithms is determined in such a way that all three
conditions of good convergence speed, high efficiency and
low ripple are met.

In the first step of the simulation, there are four algorithms
that are compared at T = 25 ◦C and a radiation intensity of
1000W/m2. According to Figure 17, all four algorithms with
different efficiencies and ripples with different convergence
speeds track the MPP. Table 3, compares these algorithms at
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FIGURE 28. PV array output power at irradiation = 1000, 950, 850, 750, 650 W/m2 and T= 25 ◦C for 4 algorithms.

FIGURE 29. PV array output voltage and current at irradiation = 1000, 950, 850, 750, 650 W/m2 and T= 25 ◦C for COA-FLC.

25 ◦C and 1000 W/m2. According to the results of Table 3,
COA-FLC has the best performance among the five simulated
methods and GA-FLC has the closest performance to COA-
FLC. P&O output ripple is very high and less efficient
than fuzzy algorithms. Figures 18 and 19, shows PV array
voltage, current and power at 1000 W/m2 at 25 ◦C for the
COA-FLC algorithm at 100 %, 85 %, 75 %, 65 % of the
nominal load. Also, figure 19 shows the settling time of each
algorithm. According to the figure, the settling time of the
proposed algorithm is t= 0.016 s and the P&O algorithmwith
t = 0.017 s is the slowest algorithm. As shown in the figure,
the settling time of all algorithms is a little different from each

other and since they are not significantly different from each
other, they are assumed to be almost equal. The dynamic and
static performance of the FLC and GA-FLC controllers is the
same. COA-FLC has higher efficiency and has less output
power ripple.

In the second step of the simulation, algorithms are
compared at T = 25 ◦C and a radiation intensity of
900 W/m2 to determine effect of radiation reduction on
the efficiency of the algorithm. According to Figure 20,
all four algorithms with different efficiencies and ripples
with different convergence speeds track the MPP. Table 4,
compares these algorithms at 25 ◦C and 900W/m2. Figure 21,

71712 VOLUME 10, 2022



S. Jalali Zand et al.: Optimized Fuzzy Controller Based on COA for MPP Tracking of PV Systems

TABLE 8. PV array simulation results at irradiation = 1000 W/m2 and T= 45◦C.

FIGURE 30. Partial shading: PV modules.

shows PV array Simulation results at irradiation= 900W/m2

and T = 25 ◦C for COA-FLC.
In the third step of the simulation, four algorithms are

compared at T= 25 ◦C and a radiation intensity of 800W/m2.
According to Figure 22, all four algorithms with different
efficiencies and ripples with different convergence speeds
track the MPP. Table 5, compares these algorithms at
25 ◦C and 800W/m2. According to the results of Table 5,
the COA-FLC algorithm has the best efficiency and the
lowest output power ripple. Figure 23, shows PV power
and Figures 24, shows the PV array voltage and current at
irradiation = 800 W/m2 and T = 25 ◦C for COA-FLC at
100 %, 85 %, 75 %, 65 % of the nominal load. The dynamic
and static performance of the FLC and GA-FLC controllers is
the same. COA-FLC has higher efficiency and has less output
power ripple. Figure 25, are compared at T = 15 ◦C and a
radiation intensity of 1000 W/m2. Table 6, compares these
algorithms at 15 ◦C and 1000 W/m2. Figure 26, is compared
at T= 35 ◦C and a radiation intensity of 1000W/m2. Table 7,
compares these algorithms at 35 ◦C and 1000 W/m2.

In the next step of the simulation, these four algorithms are
compared at 45 ◦C and 1000 W/m2. According to Figure 27,
and Table 8, the COA-FLC algorithm has the best efficiency
and the lowest output power ripple. According to the figure,
the P&O algorithm has a poorer performance than the fuzzy
algorithms in the dynamic mode and less efficiently in the
steady state than the fuzzy algorithms.
Figure 28, compares the performance of these fivemethods

under dynamic conditions for 25 ◦C at five radiation
intensities of 1000, 950, 850, 750, 650 W/m2.
According to the figure 28, the P&O algorithm has poor

performance in dynamic conditions and in the conditions of
increasing and decreasing radiation, it loses the tracking path
and after a few iterations that cause power loss, it has found
the right path.
In steady state, P&O algorithm was less efficient and more

power ripple than the fuzzy algorithms. Among the fuzzy
algorithms under both constant and dynamic conditions, the
output power was higher when the controller parameters were
optimized with COA compared to the conventional fuzzy
controller and FLC optimized with GA.
Also, the output power ripple in COA-FLC method was

less. In addition, COA-FLC has never lost right path in terms
of increasing and decreasing the intensity of radiation and has
less power losses than othermethods. Figure 29, shows output
current and voltage of COA-FLC in dynamic conditions.
According to the simulation results, all five methods

were able to track the MPP with different efficiencies and
convergence speeds and different ripples. In all cases, the
COA-FLC algorithm performed best. Of the other four
methods, the GA-FLC algorithm performed better.

V. PARTIAL SHADING
This step of the simulation investigates the performance of
the algorithms under partial shading conditions. in this step,
the three Green Energy Technology GET-180B modules are
series to each other according to Figure 30.
The simulation of this section has been done in three

radiation patterns:
- In pattern 1, All three modules are irradiated
with 1000 W/m2.

- In pattern 2, the first and second modules are irradiated
with 1000 W/m2 and the second module is irradiated
with 400 W/m2.

- In the third pattern, the first module is exposed
to 1000 W/m2 radiation and the second module is
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FIGURE 31. (a) P-V curves (b) PV system output power of 5 algorithms for first, second and third shading Patterns.

subjected to 700 W/m2 radiation and third module is
irradiated with 400 W/m2.

Therefore, in pattern one, all three modules are under uniform
conditions, but in the other two patterns, the second and

third modules are partially shaded. The P-V curve of each
of these patterns and PV array output power are shown in
Figure 31 (a, b), and the maximum power of each pattern is
also shown in the figures.
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According to the simulation results:
- As shown in Figure 31, in pattern 1, the COA-FLC

algorithm tracks power at 99.6 % efficiency. The GA-FLC
tracking efficiency is 99 % and the FLC and P&O tracking
efficiency is 98.1 % and 96.6 %, respectively.

- On the other hand, in pattern 2, the COA-FLC algorithm
tracks power at 99.4 % efficiency. The GA-FLC tracking
efficiency is 95.9% and the FLC and P&O tracking efficiency
is 87.1 % and 72.1 %, respectively.

- And in pattern 3, the COA-FLC algorithm tracks power at
99.7 % efficiency. The GA-FLC tracking efficiency is 97.3 %
and the FLC and P&O tracking efficiency is 94.3% and 92%,
respectively.

VI. CONCLUSION
In this research, a new adaptive FLC using the COA is
proposed. In the improved MPPT system of this paper, the
parameters of the fuzzy controller were controlled by the
COA and it was observed that the improved COA-FLC
algorithm was able to extract the maximum power from
PV by presenting the optimal step size and applying it
to the boost converter. The three popular algorithms, the
P&O algorithm and the Genetic Algorithm - Fuzzy Logic
Controller (GA-FLC) and conventional FLC have been used
to test the proposed COA-FLC performance at different
radiations and temperatures and under uniform conditions,
dynamic weather conditions, partial shading and under load
changes. The output power of the COA-FLCmethod has been
increased by approximately 4.94% compared to conventional
FLC under uniform conditions (temperature 25◦ and intensity
of 1000 W/m2). In fact, the COA-FLC efficiency in these
conditions is almost equal to 100 %. The power ripple in
COA-FLC is 0.5W,which is one third of theGA-FLCmethod
ripple, and the FLC ripple is 2.5 W, which is five times more
than the power ripple in COA-FLC. The convergence speed
and settling time of the algorithms are almost equal. Indeed,
COA-FLC improves the convergence speed, reduces output
power ripple, and increases the system efficiency.

DATA AVAILABILITY
The data that supports the findings of this study are available
within the article.

REFERENCES
[1] Y. Zou, M. Z. Q. Chen, Y. Hu, and Y. Zou, ‘‘Steady-state analysis and

output voltage minimization based control strategy for electric springs
in the smart grid with multiple renewable energy sources,’’ Complexity,
vol. 2019, pp. 1–12, May 2019.

[2] Z. Lijun, L. Qingsheng, and D. Guanhua, ‘‘Planning and scheduling
process for a grid-connected microgrid based on renewable energy sources
by a novel fuzzy method,’’ Complexity, vol. 2021, pp. 1–16, Nov. 2021.

[3] M. W. Baidas, M. Al-Mubarak, E. Alsusa, and M. K. Awad, ‘‘Joint
subcarrier assignment and global energy-efficient power allocation for
energy-harvesting two-tier downlinkNOMAhetnets,’’ IEEEAccess, vol. 7,
pp. 163556–163577, 2019.

[4] J. Hu, J. Zhang, and H. Wu, ‘‘A novel MPPT control algorithm based on
numerical calculation for PV generation systems,’’ in Proc. IEEE 6th Int.
Power Electron. Motion Control Conf., May 2009, pp. 2103–2107.

[5] M. Nasiri, S. Mobayen, and Q. M. Zhu, ‘‘Super-twisting sliding mode
control for gearless PMSG-based wind turbine,’’ Complexity, vol. 2019,
pp. 1–15, Apr. 2019.

[6] H. H. Ammar, A. T. Azar, R. Shalaby, andM. I. Mahmoud, ‘‘Metaheuristic
optimization of fractional order incremental conductance (FO-INC) max-
imum power point tracking (MPPT),’’ Complexity, vol. 2019, pp. 1–13,
Nov. 2019.

[7] C. Gonzalez-Castano, C. Restrepo, S. Kouro, and J. Rodriguez, ‘‘MPPT
algorithm based on artificial bee colony for PV system,’’ IEEE Access,
vol. 9, pp. 43121–43133, 2021.

[8] S. M. R. Kazmi, H. Goto, O. Ichinokura, and H.-J. Guo, ‘‘An improved
and very efficient MPPT controller for PV systems subjected to rapidly
varying atmospheric conditions and partial shading,’’ in Proc. Australas.
Universities Power Eng. Conf., Sep. 2009, pp. 1–6.

[9] M. Nasiri and R. Mohammadi, ‘‘Peak current limitation for grid side
inverter by limited active power in PMSG-based wind turbines during
different grid faults,’’ IEEE Trans. Sustain. Energy, vol. 8, no. 1, pp. 3–12,
Jan. 2017.

[10] M. Nasiri, S. Mobayen, B. Faridpak, A. Fekih, and A. Chang, ‘‘Small-
signal modeling of PMSG-based wind turbine for low voltage ride-through
and artificial intelligent studies,’’ Energies, vol. 13, no. 24, p. 6685,
Dec. 2020.

[11] R. B. Roy, M. Rokonuzzaman, N. Amin, M. K. Mishu, S. Alahakoon,
S. Rahman, N. Mithulananthan, K. S. Rahman, M. Shakeri, and
J. Pasupuleti, ‘‘A comparative performance analysis of ANN algorithms
for MPPT energy harvesting in solar PV system,’’ IEEE Access, vol. 9,
pp. 102137–102152, 2021.

[12] M. N. I. Jamaludin, M. F. N. Tajuddin, J. Ahmed, A. Azmi, S. A. Azmi,
N. H. Ghazali, T. S. Babu, and H. H. Alhelou, ‘‘An effective salp swarm
based MPPT for photovoltaic systems under dynamic and partial shading
conditions,’’ IEEE Access, vol. 9, pp. 34570–34589, 2021.

[13] R. Wang, Q. Sun, P. Tu, J. Xiao, Y. Gui, and P. Wang, ‘‘Reduced-order
aggregate model for large-scale converters with inhomogeneous initial
conditions in DCmicrogrids,’’ IEEE Trans. Energy Convers., vol. 36, no. 3,
pp. 2473–2484, Sep. 2021.

[14] R. Wang, Q. Sun, P. Zhang, Y. Gui, and P. Wang, ‘‘Reduced-order transfer
function model of the droop-controlled inverter via Jordan continued-
fraction expansion,’’ IEEE Trans. Energy Convers., vol. 35, no. 3,
pp. 1585–1595, Sep. 2020.

[15] S. Qin, M. Wang, T. Chen, and X. Yao, ‘‘Comparative analysis of incre-
mental conductance and perturb-and-observation methods to implement
MPPT in photovoltaic system,’’ in Proc. Int. Conf. Electr. Control Eng.,
Sep. 2011, pp. 5792–5795.

[16] M. A. G. de Brito, L. Galotto, L. P. Sampaio, G. E. de Azevedo eMelo, and
C. A. Canesin, ‘‘Evaluation of the main MPPT techniques for photovoltaic
applications,’’ IEEE Trans. Ind. Electron., vol. 60, no. 3, pp. 1156–1167,
Mar. 2013.

[17] L. Shang, H. Guo, andW. Zhu, ‘‘An improvedMPPT control strategy based
on incremental conductance algorithm,’’ProtectionControlModern Power
Syst., vol. 5, no. 1, pp. 1–8, Dec. 2020.

[18] S. J. Zand, K.-H. Hsia, N. Eskandarian, and S. Mobayen, ‘‘Improvement of
self-predictive incremental conductance algorithmwith the ability to detect
dynamic conditions,’’ Energies, vol. 14, no. 5, p. 1234, Feb. 2021.

[19] N. Kumar, I. Hussain, B. Singh, and B. K. Panigrahi, ‘‘Framework of
maximum power extraction from solar PV panel using self predictive
perturb and observe algorithm,’’ IEEE Trans. Sustain. Energy, vol. 9, no. 2,
pp. 895–903, Apr. 2018.

[20] M. Aly and H. Rezk, ‘‘A MPPT based on optimized FLC using manta ray
foraging optimization algorithm for thermo-electric generation systems,’’
Int. J. Energy Res., vol. 45, no. 9, pp. 13897–13910, Jul. 2021.

[21] P.-C. Cheng, B.-R. Peng, Y.-H. Liu, Y.-S. Cheng, and J.-W. Huang,
‘‘Optimization of a fuzzy-logic-control-based MPPT algorithm using
the particle swarm optimization technique,’’ Energies, vol. 8, no. 6,
pp. 5338–5360, Jun. 2015.

[22] S. Farajdadian and S.M.H. Hosseini, ‘‘Optimization of fuzzy-basedMPPT
controller via Metaheuristic techniques for stand-alone PV systems,’’ Int.
J. Hydrogen Energy, vol. 44, no. 47, pp. 25457–25472, Oct. 2019.

[23] D. Ajiatmo and I. Robandi, ‘‘A hybrid fuzzy logic controller-firefly
algorithm (FLC-FA) based for MPPT photovoltaic (PV) system in solar
car,’’ in Proc. IEEE Int. Conf. Power Renew. Energy (ICPRE), Oct. 2016,
pp. 606–610.

[24] S. Suyanto, L. Mohammad, I. C. Setiadi, and R. Roekmono, ‘‘Analysis
and evaluation performance of MPPT algorithms: Perturb & observe
(P&O), firefly, and flower pollination (FPA) in smart microgrid solar
panel systems,’’ in Proc. Int. Conf. Technol. Policies Electr. Power Energy,
Oct. 2019, pp. 1–6.

VOLUME 10, 2022 71715



S. Jalali Zand et al.: Optimized Fuzzy Controller Based on COA for MPP Tracking of PV Systems

[25] S. Farajdadian and S. M. H. Hosseini, ‘‘Design of an optimal fuzzy
controller to obtain maximum power in solar power generation system,’’
Sol. Energy, vol. 182, pp. 161–178, Apr. 2019.

[26] D. F. Teshome, C. H. Lee, Y. W. Lin, and K. L. Lian, ‘‘A modified firefly
algorithm for photovoltaic maximum power point tracking control under
partial shading,’’ IEEE J. Emerg. Sel. Topics Power Electron., vol. 5, no. 2,
pp. 661–671, Jun. 2017.

[27] A. M. Eltamaly and H. M. Farh, ‘‘Dynamic global maximum power point
tracking of the PV systems under variant partial shading using hybrid
GWO-FLC,’’ Sol. Energy, vol. 177, pp. 306–316, Jan. 2019.

[28] B. Laxman, A. Annamraju, and N. V. Srikanth, ‘‘A grey wolf optimized
fuzzy logic based MPPT for shaded solar photovoltaic systems in
microgrids,’’ Int. J. Hydrogen Energy, vol. 46, no. 18, pp. 10653–10665,
Mar. 2021.

[29] M. M. Eshak, M. A. Khafagy, P. Makeen, and S. O. Abdellatif,
‘‘Optimizing the performance of a stand-alone PV system under non-
uniform irradiance using gray-wolf and hybrid neural network AI-MPPT
algorithms,’’ in Proc. 2nd Novel Intell. Lead. Emerg. Sci. Conf. (NILES),
Oct. 2020, pp. 600–605.

[30] L. Bhukya and S. Nandiraju, ‘‘A novel photovoltaic maximum power point
tracking technique based on grasshopper optimized fuzzy logic approach,’’
Int. J. Hydrogen Energy, vol. 45, no. 16, pp. 9416–9427, Mar. 2020.

[31] M. Adly and A. H. Besheer, ‘‘An optimized fuzzy maximum power point
tracker for stand alone photovoltaic systems: Ant colony approach,’’ in
Proc. 7th IEEE Conf. Ind. Electron. Appl. (ICIEA), Jul. 2012, pp. 113–119.

[32] C. Alaoui, H. Saikouk, and A. Bakouri, ‘‘MPPT using adaptive genetic-
fuzzy logic control for wind power system,’’ in Proc. Int. Conf. Digit.
Technol. Appl., Cham, Switzerland: Springer, 2021, pp. 1787–1797.

[33] S. K. Saha and Jaipal, ‘‘Optimization technique based fuzzy logic
controller forMPPT of solar PV system,’’ inProc. Int. Conf. Emerg. Trends
Innov. Eng. Technolog. Res. (ICETIETR), Jul. 2018, pp. 1–5.

[34] X. Li, H. Wen, Y. Hu, and L. Jiang, ‘‘A novel beta parameter based fuzzy-
logic controller for photovoltaic MPPT application,’’ Renew. Energy,
vol. 130, pp. 416–427, Jan. 2019.

[35] J. Ahmed and Z. Salam, ‘‘A soft computing MPPT for PV system based
on cuckoo search algorithm,’’ in Proc. 4th Int. Conf. Power Eng., Energy
Electr. Drives, May 2013, pp. 558–562.

SANAZ JALALI ZAND was born in Zahedan, Iran,
in 1995. She received the B.Sc. degree from Sistan
and Balouchistan University, Zahedan, in 2017,
and the M.Sc. degree from Semnan University,
Semnan, Iran, in 2020. She is currently pursuing
the Ph.D. degree. She is also involved in research
on the renewable energies, photovoltaic systems,
maximum power point tracking, and improvement
of the performance of electronic power converters.

SALEH MOBAYEN (Senior Member, IEEE) was
born in Khoy, Iran, in 1984. He received the B.Sc.
and M.Sc. degrees in electrical engineering (con-
trol engineering) from the University of Tabriz,
Tabriz, Iran, in 2007 and 2009, respectively, and
the Ph.D. degree in electrical engineering (control
engineering) from Tarbiat Modares University,
Tehran, in January 2013. From January 2013 to
December 2018, he was as an Assistant Professor
and the Faculty Member with the Department of

Electrical Engineering, University of Zanjan, Zanjan, Iran, where he has
been an Associate Professor in control engineering with the Department of
Electrical Engineering, since December 2018. From July 2019 to September
2019, he was a Visiting Professor with the University of the West of England
(UWE), Bristol, U.K., with financial support from the EngineeringModeling
and Simulation Research Group, Department of Engineering Design and
Mathematics. Since 2020, he has been an Associate Professor with the
National Yunlin University of Science and Technology (YunTech), Taiwan,
and collaborated with the Future Technology Research Center (FTRC).

He has published several papers in the national and international journals.
He is a member of the IEEE Control Systems Society and serves as
a member for program committee of several international conferences.
He is an associate editor of several international scientific journals and
has acted as a symposium co-chair/the track co-chair in numerous IEEE
flagship conferences. He has been a world’s top 2% scientist from Stanford
University, since 2019, and has been ranked among 1% top scientists in the
world in the broad field of electronics and electrical engineering. He is also
recognized in the list of Top Electronics and Electrical Engineering Scientists
in Iran. His research interests include control theory, sliding mode control,
robust tracking, non-holonomic robots, and chaotic systems.

HAMZA ZAD GUL received the B.S. degree
in electrical engineering from Cecos University,
Peshawar, Pakistan, in 2011, and the Ph.D. degree
with specialization in nano-optoelectronics from
Sungkyunkwan University, South Korea, in 2019.
Following this, he was Postdoctoral Researcher
with the Center for Integrated Nanostructure
Physics, South Korea. He is currently an Assistant
Professor with the Department of Electrical Engi-
neering, Namal University Mianwali. His current

research interests include control of optoelectronic systems and electrical
responses, nanoelectronics for Internet of Things, and integrated circuits.

HOSSEIN MOLASHAHI was born in Zabol, Iran,
in 1990. He received the B.Sc. degree in electrical
engineering from the Azad University of Aliabad
Katool, Golestan, Iran, in 2015. He is currently
pursuing the M.Sc. degree in human resources
management with Zabol University, Zabol. His
research interest includes research on human
resource allocation optimization.

MOJTABA NASIRI received the Ph.D. degree
from the Amirkabir University of Technology
(Tehran Polytechnic), Tehran, Iran, in 2015.
He was an Assistant Professor with the Depart-
ment of Electrical Engineering, Abhar Branch,
Islamic Azad University, Abhar, Iran. Since 2020,
he has been a Research Fellow with Trinity
College Dublin, Dublin, Ireland. His current
research interests include renewable energies, grid
integration of renewable energies, DGs, microgrid,

power electronics, FACTS devices, power system stability, and control.

AFEF FEKIH (Senior Member, IEEE) received
the B.S., M.S., and Ph.D. degrees in electrical
engineering from the National Engineering School
of Tunis, Tunisia, in 1995, 1998, and 2002,
respectively. She is currently a Full Professor
with the Department of Electrical and Computer
Engineering and the Chevron/BORSF Professor in
engineering with the University of Louisiana at
Lafayette. Her research interests include control
theory and applications, including nonlinear and

robust control, optimal control, fault tolerant control with applications to
power systems, wind turbines, unmanned vehicles, and automotive engines.
She is a member of the IEEE Control Systems Society and the IEEEWomen
in Control Society.

71716 VOLUME 10, 2022


